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Why Network Visibility?

It’s
a Snake_!
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Why is troubleshooting different today?
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15 years ago...Data Center Networks

« Applications
3-tiered and fever dependencies

Applications were hosted in the same
Data Center

* Traffic volumes

Relative low traffic volumes

North-south traffic

 Data Center Networks

Layer 2 based

7
) 4 4
/
/
ACCESS ‘ ACCESS l ACCESS

ACCESS

1/10 G server connections
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15 years ago.... Troubleshooting

CLI PER DEVICE SPAN PORTS TAPS SNMP
Per device/interface From one switch North — south Polling devices for
CLI troubleshooting to Wireshark traffic state every 5 min

dcl-leafla#sh int e 1 V) Ol el G s 9B eqaqrT
Ethernetl is up, line protocol is up (connected) i =
Hardware is Ethernet, address is 4403.556f.9807
are. No. ime Source Dostination Protocol | Lengtt Info
Description: P2P_LINK_TO_DC1-SPINEl Ethernetl = 1 0.000000 192.168.1.179 54.67.123.234 TLSv1. 320 Application Data =
Internet address is 172.16.200.17/31 2 0.155457 54.67.123.234 192.168.1.179 cp 66 443 -+ 57144 [ACK) Seq=1 ¢
i 3 0.155749 192.168.1.179 54.67.123.234 TLSvi. 1364 Application Data, Applic &
Broadoast address is 255.235.255.255 4 0.218894 192.168.1.179 162.210.129.8 P 146 65507 ~ 4501 Len=104 4
IP MTU 1500 bytes, BW 1000000 kbit 50.219253  192.168.1.179 162.210.129.8 o 146 65507 ~ 4501 Len=104 3
Full-duplex, 1Gb/s, auto negotiation: off, uni-lin 6 0.219345  192.168.1.179 162.210.129.8 wp 146 65507 ~ 4501 Len=104 b
Up 7 minutes, 20 seconds 7 0.307466 54.67.123.234 192.168.1.179 cp 66 443 - 57144 [ACK] Seq=1 §
Loopback Mode : Nome 8 0.307563 192.168.1.179 54.67.123.234 TLSvi. 201 Application Data L
P! § . 9 0.384127 162.210.129.8 192.168.1.179 wp 194 4501 - 65507 Len=152
2 link status changes since last clear 10 0.385119 162.210.129.8 192.168.1.179 wp 242 4501 - 65507 Len=200
Last clearing of "show interface" counters never 11 0.385410 162.210.129.8 192.168.1.179 P 242 4501 - 65507 Len=200

5 minutes input rate 1.78 kbps (0.0% with framing overhead), 3 packets/sec

5 minutes output rate 1.66 kbps (0.0% with framing overhead), 3 packets/sec Dl e e T o e el e [-HIE

8 0f 23 db be do
Ethernet II, Src: Apple_de:e6:le (| e), Dst: SagemcomB L]

ba b
32 00 00 40 00 40

1700 packets input, 127343 bytes Internet Protocol Version 4, Src: 192.168,1,179, Dst! 54.67.123,234 To ea df 38 01 bb 2c 30 -
Received 16 broadcasts, 22 multicast Transmission Control Protocol, Src Port: 57144, Dst Port: 443, Seq: 9828 17 o o3 99 13 o8
0 runts, 0 giants Transport Layer Security 050 26 71 98 3c fd 20 8a 22

£ o fa 3% ha e 47 dR 01 R1
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Data Centers of today....

o Distributed applications
Anyone anywere
No one knows "communication paths” for an
application

e Traffic volumes
East-West traffic

o Design
- Leaf/Spine topology with multiple active

paths Leaf switches

Multi-tenancy

VXLAN overlay

100-200 Gbit/s server connections
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Traffic is tunneled....
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Troubleshooting of today

What to expect from the switches

Copyright © Arista 2024. All ri .: AR I ST A




Questions

e What built-in features and tools are typically available in switches?
e How can my Network Monitoring System enhance troubleshooting efforts?
e Where should | capture network traffic to supply NPM, APM, and security tools?

e How can | develop a universal solution for troubleshooting?
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1. Streaming Telemetry

- Streaming telemetry is a push mechanism

- Every events/state/counters continuously
streamed from all devices

- Store data in a Time-series database

- Vendor specific Telemetry Paths &
OpenConfig standardization

k)

Accurate Data

Control / Mgmt Plane Details

Protocols, active state, more

Platform Details Real-time

All counters, buffer utilization, platform internal,
optical power levels, more

Data Plane Details

flow tracking, deep packet inspection, routing
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Polling Data == Missing Data

Switch | | - | | | :
State Intf  Intf
down up

Polled . : : . :
State Intf Intf Intf Intf Intf Intf

up up up up up up
Streamed ( | @ : | | I
State Intf Intf  Intf

up down up
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Benefits of Streaming Telemetry

Large amount of telemetry data streamed to a
Data Lake

Data in the Data Lake accessed by switch
vendor Network Monitoring Systems and/or 3rd
party applications

Telemetry, Sflow, Queues

Use of ML/AI will provide baselining, anomaly
detection

it

NetOps will have a real-time operational view of SooL
S m =
the network , ' '

Dashboards and events based on real-time
data

¥
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2. Inband Network Telemetry

* Visualize a flow through the network with per-hop latency

* Each switch insert their state onto the packet

* Provide answers to questions

Which path did my packet take

How long did it queue at each switch

Who did it share the queues with

Which node in the packet path did congestion originate

Congestion levels and drop counts

—
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Path Recorded: = 71 7565 =

Inband Network Telemetry- visualization i

Egress Interface: Ethernet32/0/1
Max Latency: 6,92 us

i
L Min Latency: 2,84 us
edgEpp Avg Latency: 3,2 us
A
@ spine0.pod0.pdx Q
univ-spine.0.pdx Ingress Interface: Ethernet32/1/1
univispine.1.pdx
Egress Interface: Ethernet33/1/1
24 Max Latency: 3,3 us
Min Latency: 365 ns
3 k Avg Latency: 1,39 us
spine0.pdx spine2.pdx
> spinel.pdx spine3.pdx
- @ core0.pdx Q
> = Ingress Interface: Ethernet33/2/1
> > & 4 Egress Interface: Ethernet34/2/1
ARISTA
e Max Latency: 5,35 s
r0.leaf0.pdx rl.leaf2.pdx r2.leaf4.pdx r3.leaf6.pdx rd.leaf8.pdx r5.leaf10.pdx r6.leaf12.pdx
r0.leaf1.pdx r1.leaf3.pdx r2.leaf5.pdx r3.leaf7.pdx rd.leaf9.pdx r5.leaf11, r6.1 Min Latency: 105 ns
Avg Latency: 767 ns
® edge0.pdx Q
Rack Servers Rack Servers Rack Servers Rack Servers Rack Servers Rack Servers Rack Serve Ingress Interface: Ethernet34/3/1
Egress Interface: Ethernet35/3/1
Max Latency: 437,3 us
Min Latency: 233,7 us
Avg Latency: 151,6 us
® HQ-MD-Splinet Q
% mssssmmp (Detected a packet drop on this device
spline0.sea HQ-h;lls:éy:'ol-inﬂ for this path)
splinel.sea Houston HQ-
” Ingress Interface: Ethernet35/4/1
> Egress Interface: Ethernet36/4/1
Max Latency: 48,3 us
T ; Min Latency: 241,5 us
access0.sea accessl.sea access2.sea HQ-IDF1-Leaf-A HQ-IDF2-Leaf-A HQ-IDF3-Leaf-A AVQ LatenCy' 136 Hs
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3. Microbursts .... to catch a performance Kkiller

Polling = 30 sec

___________ . 4-------------- Bad

Streaming = 1 sec| | ' | | | |
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Latency Analyzer

Real-time visibility of microbursts and the LANZ

hardware buffers 9:53:30  9:53:35 09:53:41 95345 95350 95355 95400 9540
Drop Count

Monitors output queue lengths to provide 148 drops |

congestion information for each Gusatengm

3,576 segments

individual interfaces

Transmission Latency 7
217,134,720 ns

threshold based reports for

- latency added Queue Drops
, 2024 3:00 6:00 9:00 12:00 15:00 18:00
Queue 0 (Unicast)
- packets dropped Dpbivenlinen
. . Queue 1 (Multicast)
- queue depth on interface during 0 packets/sec
congestion and micro congestion per ez ulieasy skt
i nte rfa ce Queue 3 (Unicast)

0 packets/sec

Queue 4 (Multicast)

0 packets/sec
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Hands down..... CLI is sometimes (read always) helpful

Some features handy when need to do debug and troubleshoot locally on a switch

Mirroring to CPU

. . . switch(config)#monitor session ingressSession source Ethernet 1 rx
- Local mlrrorlng Of trafflc to CPU switch(config)#monitor session ingressSession destination Cpu
. switch(config)#monitor session egressSession source Ethernet 2 tx
- Analyzed |Oca”y without the need of a remote pOrt switch(config)#monitor session egressSession destination Cpu
analyzer

switch(config)#monitor session bothSession source Ethernet 3 both
switch(config)#monitor session bothSession destination Cpu

- Apply filters to the mirroring traffic

switch# show flow tracking mirror-on-drop
Flow Tracking Status
Type: Mirror on drop
Mirror on drop Running: yes, enabled by the 'flow tracking mirror-on-drop' command
Sample limit: 10
Encapsulation: IPv4, IPv6

. . . . ncapsulation filter: v4 u , IPv6 u
- allows monitoring of IP flow drops occurring in the T gy ers TPvE URPE, PO UREE
. . . Active interval: 300000 ms
ingress pipeline Tnactive tineout: 15000 ms
Groups:

Exporter: expl

oy o VRF: defaul
- When drops are detected, it is sent to the control Local izter?ace:fgthemeta/l (10.1.0.1, £c00::1)
e Export format: Sflow
plane where it is processed and then sent to Esgiz 0
ollectors:
configured collectors 10.0.0.1 port 4739

fc00::15 port 4739
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Troubleshooting Host-to-Host
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sFlow Visualization

sFlow offers comprehensive,
network-wide visibility

Leverage L2-L7 end to end visibility
from source to destination

sFlow runs on all devices, without
impacting dataplane forwarding

sFlow utilizes statistical sampling to
collect data efficiently

sFlow is a cost-effective solution for
network monitoring

Copyright © Arista 2024. Al

ARISTA




sFlow

. The sFlow datagram, sent by the sFlow Agent,
includes a significant amount of detailed data

o Packet header (eg
MAC,IPv4,IPv6, TCP,UDP,ICMP....)

o Input/output ports

o QoS

o  VLAN

o Source/destination prefix

o Next hop address

o Source AS, Source Peer AS

..... and many more

(@]

. Data is visualized in dashboards

. Drill down to each individual flow
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Any Host Any Port Any Protocol Any Interface More.,
6 fows  759.0B sandwidth O Packets 2 ActiveHosts  1/4,096 Samping
Charts  Heatmap  Summary Table  Flow Records 75 View In Topology
Jump to; Source Ports  Destination Hosts  Destination Ports  IP Protocols  Localities Top 20 by Bandwidth (bytes)
Source Hosts

100M 200M 300M 400M 500M 600M 700M 800M

0 100M 200M 300M 400M 500M B0OM 700M B00M 900M 16 116 1.26 136

nnnnn

whoispy
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Building a Monitoring Fabric

...back to the six men and the elephant
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How to get the data to the tools

aW§ /A Azure

Production Network

Security Tools

VOIP Monitoring
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X

NetOps AppOps

SecOps  Compliance/
Risk

ARISTA



Monitoring Fabric/ Network Packet Broker

é\WS7 /A Azure

| Network Perf Monitoring

\
f
T <: . 33

-------- | I App Perf Monitoring NetOps APPOPS
Ingress froml|l I N /
o I Security Tools ,
ports I . ‘ ‘
I I VOIP Monitoring
| Traffic Recorders SecOps Compliance/
Risk
) N

Production Network Network_ Pat_:ket Bro!(erl
-/ Monitoring Fabric
DC / Private Cloud / Colo
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Scale Out the Packet Broker fabric

Ingress from
SPAN or TAP
ports

1

| «—p Egressto
*— analysis
>~—>

tools

Delivery
Switch

P——

| «—» Egress to
" analysis
tools

Ingress from |
SPAN or TAP : Switches
ports

Intelligent
Node

Copyright © Arista 2024. All rig

Ingress from
SPAN or TAP
ports

0—‘—>
._I_"" — Core
| N Switches
i Filter =
: Switches
T " Delivery

|
I
I
o

1
]

Intelligent
Node

\
1
1
1
1
1
1
1
1
1
1

«+—» Egressto

st
ot

ol

analysis
tools

ARISTA



Data Center Monitoring Fabric

awg /A Azure

Internet - Enterprlse WAN

Liﬁl.l.

CONTROLLER

\i‘/‘/‘)

TAP Links
North-South

:' 1/10/25/40/100G ETHERNET \\
1
I SWITCH FABRIC I
! - ; CENTRALIZED TOOLS
1
1
! Network Perf Monitoring 8 §
1
: App Perf Monitoring er
: NetOpS Experience
1
: Security Tools
: VOIP Monitoring |
1
1
y Traffic Recorders SecOps Complance and
.. \. J Management
. Deduplication - Packet Masking m TAP
) : . Packet Slicing - Regex Match ® SPAN
Production Network © . Header Stripping - Netflow/IPFIX Gen :@= LAG Interface

Fabric connectivity
TAP connectivity
SPAN connectivity
Tool connectivity

ARISTA
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Summary

- Diagnosing application performance issues can be complex in
modern large-scale data centers

« Ultilize the built-in diagnostics tools provided by your switch vendor
» Allocate resources for tools that aid in effective troubleshooting
* Ensure network data is accessible to all relevant tools and teams

« Packets don’t lie—gaining access to packets are essential for
pinpointing the root cause
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THANK YOU
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