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What are the most common tools
for the peering coordinator?
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English (English)

A1 Telekom Austria AG

Organization
Also Known As

Long Name

Company Website

ASN

IRR as-set/route-set @

Route Server URL

Looking Glass URL

Network Types
SPREADSHEET vt Prcies @

IPV6 Prefixes @

Traffic Levels

Traffic Ratios

~ traceroute www.al.at

traceroute to www.al.at (80.75.46.164), 64 hops max, 52 byte packets
192.168.0.1 (192.168.0.1) 5.579 ms 65.512 ms 8.758 ms
100.120.0.1 (100.120.0.1) 26.835 ms 6.560 ms 6.949 ms
be230.aarh-dist@1.link.stofa.net (45.80.92.116) 6.961 ms 11.962 ms
* k%

be229.aarh-dist82.link.stofa.net (89.184.134.46) 18.533 ms 18.573 ms

be-190.aarh-cor@3.ip.norlys.io (139.45.29.226) 17.875 ms 17.605 ms
be-182.koldb-cor@3.ip.norlys.io (139.45.18.43) 18.154 ms 17.262 ms
be-200.frnx-brel.ip.norlys.io (139.45.29.174) 17.791 ms

be-201.frnx-br@l.ip.norlys.io (139.45.29.176) 18.931 ms 19.106 ms

ipv4.de-cix.fra.de.as8447.al.net (80.81.192.69) 104.883 ms 20.344 ms

1g4-9080.as8447.al.net (195.3.64.5) 32.450 ms 28.117 ms 28.182 ms
1g2-9082.as8447.al.net (195.3.68.34) 29.289 ms 28.570 ms 28.689 ms

*

*
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*
*
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1 Tel

AONMighway 194

hitp/iwww.a1.net/
8447

RIPE::AS-PTA RIPE:AS-TA6

41.739 ms

18.306 ms

17.337 ms
17.603 ms

17.862 ms

Lines

Public Peering Exchange Points ‘ Filter

Exchange Az v ASN Speed RS Peer
1Pv4. Pvé

AMS-IX 8447 200G

80.249.209.207 2001:718:1::a500:8447:1

DE-CIX Frankfurt 8447 200G

@ Sumbra-b (/30):
M Sumbra (/30):
Total (/60):

week 22 Week 23

Current 9 (29 %) Avg S (16 X)
current 12 (39 %) Avg B (20 X)
current 20 (34 %) Avg 11 (18 %)

week 24

Min 0 ( 0X) Max 12 (4(
Min 0 (0% Max 18 (S¢
Min 0 (0% Max 25 (#1




Adding NetFlow is a good ste

Source

~ Network & Traffic Topology

Interface
Connectivity Type
Network Boundary
Provider

Traffic Origination
Interface Capacity
VLAN

MAC Address

Destination

Interface
Connectivity Type
Network Boundary
Provider

Traffic Termination
Interface Capacity
VLAN

MAC Address

Non-Directional / Other

Ultimate Exit Interface
Ultimate Exit Connectivity Type
Ultimate Exit Network Boundary
Ultimate Exit Provider

Simple Traffic Profile

Traffic Profile

Site

Device

Site Market

Ultimate Exit Site Market
Ultimate Exit Site

Ultimate Exit Device

Host Direction

Device Sample Rate

~ IP & BGP Routing

IP/CIDR

Site by IP

Site Type by IP

Port Number

Route Prefix/LEN

Route LEN

AS Number

Next Hop IP/CIDR

Next Hop AS Number
2nd Hop AS Number
3rd Hop AS Number

AS Path

BGP Community

VRF Name

VRF Route Distinguisher
VRF Route Target

VRF Extended Route Distinguisher

IP/CIDR Protocol

Site by IP INET Family

Site Type by IP DSCP

Port Number ToS

Route Prefix/LEN Packet Size

Route LEN Packet Size (nearest 100)
AS Number Sampling Rate * 100
Next Hop IP/CIDR

Next Hop AS Number

2nd Hop AS Number

3rd Hop AS Number

AS Path

BGP Community

VRF Name

VRF Route Distinguisher

VRF Route Target

VRF Extended Route Distinguisher

RPKI Validation Status

RPKI Quick Status

Segment Routing SID

Segment Routing SID Path
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IP addresses,
ports and
protocols are not
enough

e Itis awesome to see what
traffic is flowing on the
network.

e But what does any of this
mean in terms or users,
content, or network costs?
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Telemetry Enrichment

Enrichment with metadata provides context
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Telemetry Enrichment

Enrichment with metadata provides context
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5, But how?

There is no single source of
truth

The data exists but is spread
across numMerous sources

Automation can pull this
data together

Using APls, push itinto a
network observability platform
that can enrich the network
traffic
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APP DATA BUSINESS DATA

NETWORK DATA

Best practices for leveraging contextual data

SOURCES

A

Identity  Orchestration = OSS/BSS

=]

CRM, ERP Threat DBs

LM

Servers Containers  Hypervisors
(o)
‘\‘7)’
CDNs DNS
s
Switches Routers

Firewalls loT

DATA

* Metadata

API

* Host NPM
* Sensor NPM

* NetFlow
*VPC Flow Logs
*BGP

* SNMP

INGEST &
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* GeolP
* IP Reputation

STORAGE & QUERY CLIENTS
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-
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Do we use our
IX port well?




Do we use our IX port well?

How much traffic on transit to AMS-IX

o _E

< Dimensions

No dimensions selected

# Edit Dimensions
1+ Metrics

bits/s

# Customize Metrics
© Time

(U Compare over previous period

4 | Last Week

uTCc -

() Use AWS Timestamps (Beta)

' Filtering

@® Include all

G Source Network Boundary equals External
L Source Connectivity Type equals Transit
G Source ASN is member of IX  equals AMS-IX
@ Include any

G Source ASN peering policy ~equals Open

G Source ASN peering policy ~ equals Selective

# Edit Filters

A~ Core > Data Explorer

Total by Average bits/s
Last 1 week 8 208 of 208 datasources Y 5Filters
25G
20G
\ \
15G =
10G
5G
12:00 02/23 12:00 02/24 12:00 02/25 12:00 02/26 12:00 02/27 12:00
2024-02-22 to 2024-02-29 UTC (60 minute intervals)
Average
@ Total Gbits/s v
Total 15.88
Total of Top 1 15.88

02/28

95th Percentile
Gbits/s

18.44

18.44

12:00

Max
Gbits/s

19.80

19.80



Do we use our IX port well?

Which transit providers?

< Dimensions v

Src Provider by Average bits/s

week & 220 of 220 data sources Y 4Filters
Source Provider

25G6
# Edit Dimensions
¥ Metrics 2 20G \_ _ = _ < . G
\ o / \ '\ \ / N =
bits/s - A g A 4 Va— A 4 N/ V=
\ \ "\ r f \ o~ — - \ R /
156 N/ M A A/ - - \ o R /
# Customize Metrics / / = \
© Time v 106
() Compare over previous period
4 LastWeek v | 56
uTc ¥
) Use AWS Timestamps (Beta)
12:00 02722 12:00 02/23 12:00 02724 12:00 02/25 12:00 02/26 12:00 02/27 12:00 02728
 Filtering v 2024-02-21 to 2024-02-28 UTC (60 minute intervals)
@® Include all x
L Source Connectivity Type  equals Transit Source Average 95th Percentile Max Last Datapoint
L Source Network Boundary =~ equals External Provider Gbits/s v Gbits/s Gbits/s Gbits/s
G Source ASN is member of X  equals AMS-IX e 273 928 020 746
@ Include any 2
& Source ASN peering policy ~ equals Open AT S-14. 559 569 497,
G Source ASN peering policy = equals Selective Aot 255 e e 50
# EditFilters sprint 075 124 1.26 0.92
.: Bracketing % internet-for-acme

051 0.90 1.00 0.41



Do we use our IX port well?

Transit cost

@ Edge > Connectivity Costs g Share Actions v = Calendar
&~ Equinix (IX) Cogent (Transit) CenturyLink (Paid Private Peering) Charter (Free Private Peering)
NTT Communications (Transit) NTT (Free Private Peering) ~#- Cablevision (Free Private Peering) - XO Communications (Free Private Peering)

Z) Providers 18

Provider Costv Cost per Mbps Ingress (Mbps) Egress (Mbps) Traffic (Mbps)
NTT Communicati... 9.898,12US$  — 1,84US$  — 4,42013 - 203579 — 5,382.78
CenturyLink 6.000US$ — 529Us$ — 113467 — 357.21 = 1,134.67
X0 Communications 1.440US$ — 0,60US$ — 127079 — 2,393.63 — 2,393.63
ATT 1.289,19US$ W 1% 050US$ — 2,578.38 W 1% 1,447.99 = 2,578.38
Sprint 1.104,88US$ — 0,58US$ — 1,297.87 — 1,909.75 — 1,909.75
Sawis 1.000US$  — 023Us$ — 4,409.55 — 1,062.56 — 4,409.55
Charter 1.000US$ — 299Us$ — 334.65 — 335 — 334.65
Cablevision 1.000US$ — 088US$ — 113229 — 53859 — 1,132.29
NTT 1.000US$ — 1,03Us$  — 1058 — 973.23 — 973.23
Telia 1.000US$ — 035US$ — 2,853.19 — 167332 — 2,853.19
Comcast 1.000US$ — 0,44US$ — 41505 — 2,266.80 — 2,266.80
Cogent 1.000US$ — 1855US$ — 5391 — 539 (= 53.91
RJ Provider 587,29US$ — 0,04US$ — 434381 — 13,563.15 — 14,390.11
Network A 150US$  — 015US$ = 1058 — 973.23 — 973.23
Equinix 100US$ — 100,00US$ - 000 — 000 — 0.00
DTAG 56,08US$ — 000US$ — 18,059.99 — 7.359.33 — 18,059.99
SP-Fabric ous$ — 0,00US$ — <0.01 = 001 - 0.01

Verizon ous$ — 0,00US$ — 400 — 040 — 4.00



Do we use our IX port well?

Which new peers?

€ Dimensions v Src AS Number by 95th Percentile bits/s
week 8 220 of 220 data sources Y SFilters
Source AS Number

256
 Edit Dimensions
£¥ Metrics V 206
bits/s v jé&
# Customize Metrics
106
© Time v
) Compare over previous period =
< LastWeek .|
utc - o | ac A s 7o
) Use AWS Timestamps (Beta) 12:00 02/22 12:00 02723 12:00 02724 12:00 02725 12:00 02726 12:00 02727 12:00 02/28
2024-02-21 to 2024-02-28 UTC (60 minute intervals)
W/ Filtering v
@® Include all x 95th
G Source Connectivity Type equals Transit Source Average Percentile Max Last Datapoint
AS Number Mbits/s Mbits/s W Mbits/s Mbits/s
G Source Network Boundary ~ equals External
G Source ASN is member of IX  equals AMS-IX Netflix AS2906 v 7.755.04 9,328.78 9,361.50 7.464.69
@ Include any x Google ASNs ~ AS Group 411159 4,640.64 4,725.37 3,840.27
G Source ASN peering policy - equals Open el Courd ahed el
g egistration Country: Un ates
‘s (Source ASN pesring policy) equals Selective Akamai ASNs | AS Group| "7 v 164195 381069 412545 2,698.40

Amazon (ASTE8001S) ~ Kentik Market Intelligence 555.01 959.99 1,106.79 502.49
# EditFilters PeeringDB record
Fastly AS54113 w 670.80 915.37 950.74 892.47
% =% ASN Traffic View
- Bracketing >



If we build in
Ashburn, which

IX would we join?




If we build in Ashburn, which IX would we join?

How much traffic do we send to members of
each?

£ Data Sources EEEEL) >

Total by Average bits/s
Last 1 week © 208 of 208 data sources Y 4Filters

< Dimensions v

20G
# Edit Dimensions

156
2+ Metrics v
bits/s - ©

2 106

# Customize Metrics 3
© Time v

5G

M YARMMNNNNINN AN NARIMANMNN NN NAAMNNINANIMAMNMNNIIARAIAMNNIAN

() Compare over previous period

< Last Week v
utc -
r—— . 12:00 02/23 12:00 02/24 12:00 02/25 12:00 02/26 12:00 02/27 12:00 02/28 12:00 02/29
imest 1
i meciamnpsFete) 2024-02-22 to 2024-02-29 UTC (60 minute intervals)
7 Filtering v
@® Include all x Filter-Based Average 95th Percentile Max
@ Total Gbits/s v Gbits/s Gbits/s
G Source Network Boundary = equals External
G Source Connectivity Type  equals Transit @ EquinixAshbum = 15.98 18.53 19.90
Includ
@ Include any * @ LUNXNova = 6.80 9.47 2.60
& Source ASN peering policy equals Open
G Source ASN peering policy ~ equals Selective @® DigitalRealty = 482 5.41 5.63
# EditFilters Total of Top 3

27.60 33.41 35.13



If we build in Ashburn, which IX would we join?

Filters to dimensions

Group By Dimensions

Preset Filter-Based Q Search Available Dimensions...

Includes all traffic that does not match any of the
series defined below

Series Remove All Series

Name
LINX NoVa

v Include v results matching All v of the following conditions:

Source ASN is member of IX v =4 equals v LINXNoVA > x

+ Add Ad Hoc Filter ~ =* Add Saved Filter =* Add Nested Group Remove Series

Name
Equinix Ashburn

v Include ~ results matching All ~ of the following conditions:

Source ASN is member of IX v [iind equals ~ | Equinix Ashburn v X

+ Add Ad Hoc Filter ~ =* Add Saved Filter =* Add Nested Group Remove Series

Name

Digital Realty

Vv Include v results matching All v ofthe following conditions:

Source ASN is member of IX v =4 equals ~ | Digital Realty Ashburn v X

+ Add Ad Hoc Filter  =* Add Saved Filter =* Add Nested Group Remove Series

Cancel Save



Where should

we build next?




Where should we build next?

Where does the transit traffic go?

< Dimensions [J Library > where to build ‘G Refresh v o Share Actions v [J Saved Views Query

Destination Region Q where to build L

Destination City

Ohio Columbus
# Edit Dimensions
4+ Metrics Ravenna
bes Mountain View
. N California

# Customize Metrics

Cupertino [

San Francisco -
o I:l j
owa

(O Compare over previous period

Council Bluffs _
- New York
< Last Week - New York Ci
I Virginia il -
utc v

Ashburn [
() Use AWS Timestamps (Beta) -
e Destination Destination Average 95th Percentile Max Last Datapoint
'V Filtering Region City Mbits/s v Mbits/s Mbits/s  Mbits/s
Ohio Columbus 5358 58.00 68.53 5536
@ Include all X
G Destination Network Boundary  equals External Califomia Mountain View 4919 106.10 166.57 55.64
L Destination Connectivity Type equals Transit Emilia-Romagna Ravenna 46.50 7013 7434 6361
@ Include any x lowa Council Bluffs 4074 4452 47.68 4073
L Destination ASN peering policy equals Open
New York New York City 24.21 46.43 97.27 7.4
G Destination ASN peering policy equals Selective
California San Francisco 2072 2801 428.45 2085
/ Edit Filters -
Virginia

Ashburn 16.09 32.02 191.58 16.76



Where should we build next?

Which data center to build in?

£ Dimensions

sed DC comparison

# Edit Dimensions
% Metrics

bits/s

# Customize Metrics

© Time

) Compare over previous period

4 | Last Week
utc -

() Use AWS Timestamps (Beta)

7 Filtering

@ Include all
& Destination Network Boundary equals External
G Destination Connectivity Type  equals Transit

& Destination Region equals Ohio

@ Include any
& Destination ASN peering policy equals Open

G Destination ASN peering policy  equals Selective

# EditFilters

Yz where to build @

80M

60M

20M
— ﬁ'\.l. a
02724
Filter-Based
. DC comparioson
® coun =
® cos3 =
® coz =
Total of Top 3

m——— l...*ﬂ Aol I

12:00

02/25

12:00

02/26

A

A

sk adaa }‘\..1 a PP A...A-A T

12:00 02727 12:00 02/28 12:00

02/29
2024-02-23 to 2024-03-01 UTC (10 minute intervals)

Average
Mbits/s v

53.82

081

032

AL _md
12:00

95th Percentile
Mbits/s

58.89

hadasanta dah A

03/1

Max
Mbits/s

70.40

39.37

15.16

12493



Where should we build next?

Filters to dimensions

Group By Dimensions

Preset Filter-Based

v Include ~ results matching All ~ of the following conditions:

Destination ASN is available at Facility v [ixd equals v |  Cologix COL1

+ Add Ad Hoc Filter ~ =* Add Saved Filter =* Add Nested Group

v Include ~ results matching All + of the following conditions:

Destination ASN is available at Facility v |4 equals v | | Cologix COL2

+ Add Ad Hoc Filter ~ =* Add Saved Filter =* Add Nested Group

v Include ~ results matching All ~ of the following conditions:

Destination ASN is available at Facility v [iixd equals v | Cologix COL3

+ Add Ad Hoc Filter ~ =* Add Saved Filter =* Add Nested Group



¥i SHOUT
Big sh@bjﬂ-o the team and

the community for creating and

maintaining PeeringDB

There is a talk from PeeringDB
already, but let us call out:

v Support the team
v Keep your records updated

v/ Bring in your ideas for
improvements to the team
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Enriched data is a way to create efficient
workflows

.’Q‘ The data shared from the community is valuable.
“. Imagine what else we could share and use?



Thank you!

Jac Kloots
jac@kentik.com

@ in/ikloots
i



http://www.kentik.com/go/kentik-community-slack-signup/

